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Abstract
Teaching scientific concepts is essential but challenging, and analo-
gies help students connect new concepts to familiar ideas. Advance-
ments in large language models (LLMs) enable generating analo-
gies, yet their effectiveness in education remains underexplored.
In this paper, we first conducted a two-stage study involving high
school students and teachers to assess the effectiveness of LLM-
generated analogies in biology and physics through a controlled
in-class test and a classroom field study. Test results suggested that
LLM-generated analogies could enhance student understanding par-
ticularly in biology, but require teachers’ guidance to prevent over-
reliance and overconfidence. Classroom experiments suggested that
teachers could refine LLM-generated analogies to their satisfaction
and inspire new analogies from generated ones, encouraged by
positive classroom feedback and homework performance boosts.
Based on findings, we developed and evaluated a practical system to
help teachers generate and refine teaching analogies. We discussed
future directions for developing and evaluating LLM-supported
teaching and learning by analogy.

CCS Concepts
• Human-centered computing → Empirical studies in HCI ; User
interface toolkits; Field studies;

Keywords
Analogy Generation, Large Language Models, Scientific Concept
Understanding, Classroom Study
ACM Reference Format:
Zekai Shao, Siyu Yuan, Lin Gao, Yixuan He, Deqing Yang, and Siming Chen.
2025. Unlocking Scientific Concepts: How Effective Are LLM-Generated

∗Zekai Shao and Siyu Yuan contributed equally to this research.
†Siming Chen and Deqing Yang are the corresponding authors.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CHI ’25, Yokohama, Japan
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1394-1/25/04
https://doi.org/10.1145/3706598.3714313

Analogies for Student Understanding and Classroom Practice?. In CHI
Conference on Human Factors in Computing Systems (CHI ’25), April 26–
May 01, 2025, Yokohama, Japan. ACM, New York, NY, USA, 19 pages.
https://doi.org/10.1145/3706598.3714313

1 Introduction
Analogy facilitates the comprehension of complex concepts by
associating them with familiar ones [12, 21, 23, 50]. It plays a cru-
cial role across various domains, particularly in education, science
and problem-solving [30, 53, 62, 72, 74, 76]. It enhances cognitive
processes such as creativity [29, 33, 39], aids in effective communi-
cation [6, 18], and facilitates the learning and understanding of com-
plex concepts. Analogies, such as “water waves” for “light waves”,
“the solar system” for “atomic structure”, and “hydraulic pump” for
“heart” are frequently employed in textbooks and classroom teach-
ing to assist students in understanding scientific concepts. Analo-
gies can boost student understanding of concepts by opening new
perspectives, making abstract ideas more relatable by connecting
them to familiar situations, assisting in visualizing these concepts,
sparking students’ interest and motivation, and taking into account
their previous knowledge to reveal any misconceptions [16].

The rapid advancement of Large Language Models (LLMs) has
led researchers to employ these models in generating analogies
that enhance concept comprehension [54]. Unlike smaller language
models (LMs), such as BERT [13] and GPT-2 [59], that primarily
address word-pairing analogies (e.g., “king is to man as queen is to
woman”) [4, 8, 28, 49], LLMs are capable of creating more complex,
free-form natural language analogies [2]. In specific use cases, for
example, researchers have explored using LLMs to generate bio-
logically inspired analogies to foster scientific ideation [37] and to
transform abstract data into vivid data analogies that enhance the
understanding of readers [10].

Initial research has explored the use of LLMs to generate concept-
related analogies to assist students and teachers [3]. However, the
effectiveness of LLM-generated analogies in educational settings
remains underexplored, highlighting the need for a thorough eval-
uation to guide teachers and students in their practical applica-
tion. We draw on two traditional education scenarios on evalu-
ating human-made analogies to assess LLM-generated analogies:
students solving problems using analogies without human inter-
vention [5, 25, 26, 72], and teachers employing analogies in the
classroom [53, 61, 76]. Evaluating LLM-generated analogies in the
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first scenario determine their effectiveness in assisting students
with problem-solving by accuracy. It also offer insights for devel-
oping LLM-assisted self-learning tools [19, 48] that produce more
beneficial educational analogies. In the second scenario, evalua-
tion helps to understand the needs and practical effectiveness of
LLM-generated analogies in real classroom practices with teach-
ers’ instruction. It also provides insights of needs for developing
LLM-assisted tools to help teachers teach with analogies. There-
fore, we aim first to evaluate the effectiveness of LLM-generated
educational analogies in helping students grasp scientific concepts
across two distinct educational settings. Based on the findings, we
then consider developing a practical system to explore the practical
application of LLMs for analogy generation in supporting teachers
and students.

Evaluating LLM-generated analogies in practical applications is
challenging, requiring manual annotation [68] and human-subject
study involving diverse participants across varied settings. Previ-
ous studies have evaluated the use of LLM-generated analogies in
creative tasks, such as design problem reformulation [15]. However,
due to the varied participants and cognitive demands of education,
the methodologies and findings from these domains are not trans-
ferable to educational settings. To address the gap, we answered
the following research questions (RQs):

• RQ1: How effective are LLM-generated analogies for student
understanding without human intervention?

• RQ2: What kind of analogies do teachers need LLMs to generate
for classroom practice?

• RQ3: How effective are these LLM-generated analogies for class-
room practice with teacher intervention?

To answer these RQs, we design a two-stage study to evaluate
the effectiveness of LLM-generated analogies in helping students
understand scientific concepts in educational settings. We use GPT-
4o [54], the state-of-the-art LLM, to generate analogies for concepts
in physics and biology, and conduct human-subject study in a Chi-
nese high school. We addressed RQ1 through a controlled in-class
students test in Study I: the experimental group used both text-
book explanations and carefully generated analogies to answer
questions about unknown concepts, while the control group relied
only on textbook explanations. The effectiveness of LLM-generated
analogies was primarily measured by accuracy, with self-confidence
rating evaluating students’ subjective satisfaction. Interviews with
participating students provided additional insights. In Study II, we
conducted pre-class interviews with teachers and senior students
to understand the need for LLM-generated analogies in classroom
teaching (RQ2). Interview findings helped us design the following
field study and refine analogy generation. We then carried out a
one-week field study with twelve lessons in which teachers selected
and modified the generated analogies based on their needs, using
them in one class while maintaining regular teaching in the other.
Through observations and teacher interviews, we qualitatively eval-
uated the effectiveness of LLM-generated analogies for classroom
teaching with teacher intervention (RQ3).

Based on the findings from both studies, we designed an interac-
tive system that uses LLM to assist teachers in preparing analogies.
We first interviewed two teachers to assess what they want from the
system. Using insights from the interviews and studies, we defined

the design requirements to guide system development. We invited
six physics and biology teachers from different schools to partici-
pate in the system evaluation. After tutorial and free exploration to
confirm their familiarity with the system, teachers used the system
to create analogy of scientific concepts for teaching over a week.
Based on users’ data records and interviews, we demonstrated the
practical effectiveness of LLMs in supporting teaching by analogy
and then discussed future research directions.

The main contributions are summarized as follows:

• We are among the first to design and conduct a two-stage study,
comprising a controlled experiment and a field study, to eval-
uate the effectiveness of LLM-generated analogies in student
understanding and classroom practice.

• We contribute empirical evidence and new knowledge into edu-
cational LLM-generated analogies, revealing that their effective-
ness without intervention varies on subject characteristics and
can lead to student overconfidence, while in classroom practice,
analogies are refined by teachers to align with their teaching
focus and preference, enhancing both classroom and homework
performance and inspiring new teaching methods.

• Based on empirical evidence and new knowledge, we developed a
practical system to help teachers build analogies of scientific con-
cepts, conducted a system evaluation demonstrating its effective-
ness, and provided design implications for future development
and evaluation of LLM-assisted education with analogy.

2 Related Work
This section reviews related work on analogy in education, evaluat-
ing analogy in HCI, analogy-making with LLMs, and LLM-assisted
educational systems.

2.1 Analogy in Education
Analogies help humans understand complex concepts by linking
them to familiar ones, making them a valuable tool in educational
contexts. Many studies [5, 25, 26, 72] have investigated analogical
problem solving, where students of various ages solve unfamiliar
problems using well-designed analogies. Through observational
feedback and statistical analysis, researchers have established frame-
works and several guidelines for using analogies in education. For
example, as discussed by [25], the source of the analogy would
share similar relationships with the target, yet originate from a
semantically distant field. However, such lab studies often involve
experimenters posing problems, with students merely solving them
without instructional guidance [5], which diverges from real class-
room learning. Therefore, further research [53, 61, 74, 76] have
investigated how teachers and students engage with analogies in
classroom settings, leading to nuanced insights on the influence of
students’ age and background and teachers’ strategies.

Although previous studies have explored the characteristics and
use of analogies in education, they have not examined those gener-
ated by LLMs, which is crucial given the growing importance of
LLM-assisted education [19, 48]. Our work fills this gap by lever-
aging LLMs to generate analogies tailored to specific education
needs, incorporating established characteristics from prior litera-
ture and our interviews. We design human-subjective studies to
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evaluate their effectiveness in problem-solving tests and classroom
environments following prior research.

2.2 Evaluating Analogy in Human-Computer
Interaction

Analogy has long been studied in HCI for its effectiveness in various
context, including algorithms improvement [1, 57], cancer commu-
nication [32], narrative framing [77], enhancing deliberation [81],
communicating standardized effect sizes [42], and sensemaking of
LLM responses [24].

Two key research directions about analogies in HCI are for
enhancing numerical comprehension through data analogy and
fostering creativity. Data analogies link abstract data to familiar
concepts to improve understanding. Researchers evaluate these
analogies using controlled experiments and assess effectiveness
through subjective ratings like helpfulness [10, 35, 43, 64, 66], esti-
mation errors [35, 64], and correlations between model and human
ratings [66]. Analogies also facilitate scientific discovery and de-
sign. In scientific discovery, evaluations involve coding analogy
types [7, 38], calculating similarity metrics [7], and conducting
think-aloud sessions with scientists [38]. For creative design, analo-
gies are assessed by novelty [9, 83, 88], quality [9, 82], relevance and
domain distance [27], feasibility [88], and rationality [9]. Recently,
Ding et al. [15] explored GPT-3’s capacity to augment cross-domain
analogical reasoning, finding it helpful for creative problem refor-
mulation despite the risks of harmful content.

However, there has been limited exploration of analogy search
in HCI for education [44]. While researchers have adopted LLMs
to help students and teachers generate novel analogies [3], system-
atic evaluations of their effectiveness in educational settings are
lacking. Given the unique cognitive demands of education, existing
assessments [15] may not be directly applicable. Our work aims
to address this gap and offer insights into analogy generation for
education.

2.3 Analogy-making with Language Models
Analogy is vital for human cognition and has attracted consid-
erable interest from the AI research community. Traditionally,
studies on analogy-making in AI have concentrated on creating
word analogies (e.g., “king is to man as queen is to woman”)
using smaller language models (LMs), e.g., BERT [14] and GPT-
2 [60] trained on specific datasets [4, 8, 28, 49, 75, 86]. With
the advancement of LLMs [54, 56, 71, 73], there has been a
shift toward generating natural language analogies, i.e., free-form
analogies [2, 15, 34, 36, 67, 78, 79] and forming structural analo-
gies [68, 85]. Researchers typically design prompts manually for
free-form analogies to guide LLMs in generating analogies [2, 78].
For example, Bhavya et al. [2] constructed a new dataset including
standard science analogies and science analogies from academics
and adopted prompt engineering to ask LLMs to generate analogies.
The results show that LLMs are sensitive to prompt design, tem-
perature, and injected spelling errors, particularly the distinction
between questions and imperative statements. We followed their
optimal prompt format for our generation process. For evaluation
of the generation quality of analogy, previous studies have relied on

annotators manually evaluating analogies according to established
principles of analogy cognition [68].

In contrast to these approaches, our study is pioneering in in-
vestigating how analogies generated by LLMs can help students
understand scientific concepts. We analyze the characteristics of
analogies in educational settings through literature reviews and
interviews and incorporate them into prompts for generation. Then,
we use LLMs to generate educational analogies and evaluate them
in real tests, classroom practice, and a practical system.

2.4 LLM-assisted Educational Systems
With the rapid advancement of LLMs, researchers are exploring
their potential to develop efficient and practical systems that sup-
port students and teachers in educational tasks [40, 80]. For students,
many studies have focused on creating intelligent tutoring systems
powered by LLMs. Examples include enabling fully autonomous
self-learning pipelines to support self-regulated learning [19] and
developing and evaluating LLM-based learning assistants in class-
room settings [41, 48]. For teachers, several LLM-based systems
are designed to effectively monitor and analyze students’ learning
activities [51, 70, 87]. In addition, researchers aim to assist teachers
in creating diverse teaching materials, such as lesson plans [17],
diagrammatic problems [52], and reading quizzes [47].

Our work explores a novel aspect of LLM-driven education: eval-
uating the effectiveness of LLMs in generating teaching analogies.
One preliminary research has initially explored generating educa-
tional analogies [3], while its system design lacks the support of
empirical evidences and fails to address teachers’ needs. Instead,
we first conducted a two-stage study to gain insights and empirical
evidence and identify needs for teachers and students. We then
developed and tested a system to support teachers in creating and
refining analogies for lesson preparation and discussed future in-
tegration with diverse LLM-based educational tools for various
users.

3 Method
In this section, we introduce the overview, our study design, and
the techniques for analogy generation with LLM.

3.1 Overview
Our work aims to first understand LLM-generated educational
analogies’ effectiveness through empirical studies and then design
practical LLM-assisted educational systems leveraging findings
from studies. For empirical studies, we explore two study settings:
one where students solve problems using only LLM-generated
analogies and necessary materials without additional guidance
(Sec. 4), and another where teachers integrate LLM-generated analo-
gies flexibly into classroom instruction (Sec. 5), considering the
following two reasons. First, these two settings align with those
used to evaluate human-made analogies in traditional education
research: student-only testing [25, 72] and teacher-led classroom
practice [53, 76]. Second, evaluating in two settings respectively
inform the design of systems that incorporate LLM in generating
analogies to (1) support self-learning for students [19] and (2) boost
teaching for teachers [17], within the context of LLM-assisted edu-
cation research.
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Figure 1: Our Study I address RQ1 through an in-class test. Study II address RQ2 through a pre-class interview and RQ3 through
a one-week classroom study. Studies’ findings lead us to build an LLM-supported practical system for analogical education.

Based on study findings, we identify a more feasible direction
between supporting student self-learning and teacher instruction
by analogy for designing a practical system (Sec. 6). Drawing from
study findings and system evaluation, we offer implications for
future LLM-assisted educational systems with analogy (Sec. 7).

3.2 Study Design
For both studies, we need to ground the effectiveness of LLM-
generated analogies on improving students’ concept understanding
by comparing the accuracy of problem-solving across different
student groups. Specifically, we may need to compare students’
problem-solving accuracy in classroom teaching with and without
LLM-generated analogies. This comparison is driven by the unique
features of LLM-generated analogies compared to traditional ones,
as well as teachers’ potential unfamiliarity with them and unclear
expectations. Unlike classic analogies refined and validated over
generations, they may be harder for teachers to adapt to support
student understanding. We will confirm this design in the interview
with teachers (Sec. 5.1.3). Besides accuracy, it’s important to eval-
uate students’ and teachers’ subjective satisfaction [48], reflected
through subjective ratings, classroom feedback, and interviews.

As shown in Fig. 1, we conducted a two-stage study in a Chinese
high school on LLM-generated analogies for physics and biology
concepts to explore this topic.

3.2.1 Study I. We conducted an in-class test to evaluate the effec-
tiveness of LLM-generated analogies in understanding concepts
without human intervention (RQ1).
• Participants. 49 Chinese high school freshmen from 2 classes.

• Procedure. Students were divided into two groups: one received
LLM-generated analogies, while the other did not. They then
completed an in-class test with 20 multiple-choice questions for
4 concepts they didn’t learn. Afterward, 8 students participated
in interviews.

• Measure. Effectiveness was assessed through quantitative re-
sults of students’ answer accuracy and confidence ratings, and
qualitative insights from student interviews.

3.2.2 Study II. Study II consists of two sub-studies. We conducted a
pre-class interview to identify classroom needs for LLM-generated
analogies (RQ2).

• Participants. 2 Chinese teachers and 2 Chinese senior students.
• Procedure. The interview followed a semi-structured format,
allowing participants to discuss their experiences, expectations,
and concerns on using LLM-generated analogies in the classroom.

• Measure.We identified qualitative findings on their perceptions
of analogy use during the interview.

We then conducted a controlled field study to evaluate the effec-
tiveness of LLM-generated analogies in classroom practice (RQ3).

• Participants. The 2 teachers from the pre-class interview and
50 Chinese students from 2 classes.

• Procedure. The teachers taught both classes over one week,
delivering a total of 12 lessons. In one class, they incorporated
LLM-generated analogies, while in the other, they followed regu-
lar instruction without analogies as a control.

• Measure.We derived qualitative findings from teachers’ selec-
tion and modification of analogies and student feedback.
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3.3 Techniques for Analogy Generation with
LLM

With the development of LLMs, their capabilities have demon-
strated significant potential in generating satisfying content. There-
fore, recent studies have utilized LLMs to create analogies using
manually-designed instructions. We align with this approach by
crafting prompts for LLMs grounded in established analogy theories
and our interviews. The prompt consists of three parts:
• Task Description demonstrates the task that LLMs need to
achieve.

• Principles highlight the requirements, rules, and constraints
that LLMs must follow to complete the task.

• Input Resource lists the input materials needed to complete the
task.
Given the lack of standardized guidelines for using LLMs in

educational analogy generation, we summarize principles from
educational literature [20, 22, 31] and refine them through manual
annotation in Study I and interviews in Study II. Additionally,
inspired by prior work [84], Study I uses an over-generation and
filtering strategy to select the best analogies, while Study II leaves
all candidates for teachers to refine. The techniques used in the
further developed system is determined by the results of two studies.

4 Study I
In this section, we detail the participants, data preparation process,
stimuli, procedure, and results analysis of Study I.

4.1 Participants
Two classes of freshmen, totaling 49 Chinese students from a Chi-
nese high school with which we have a scientific research collab-
oration, participated in Study I. Their ages ranged from 15 to 17,
with 26 males and 23 females. They had recently started high school
physics and biology courses. Their entrance exam scores and class-
room performance suggested a normal cognitive level, and we did
not pre-select students based on their abilities.

4.2 Data Preparation
As shown in Fig. 2, we began by manually selecting ten scientific
concepts from physics and biology in Chinese high school textbooks.
Next, we used the advanced LLM, GPT-4o [54] (temperature = 0.7)
to generate three analogies for each concept with three principles
summarized from education research [20, 22, 31] incorporated in
the prompt. Three authors independently identified and annotated
errors in generated analogies. After repeated discussion, the anno-
tators classified the errors into four types: two related to factuality
and two to consistency, as follows.
• Analogy Object Paradox: The objects of the analogy do not
align with physical laws or commonsense knowledge.

• Inappropriate Analogy: The analogy fails to accurately mirror
the concept, leading to misconceptions.

• Object Confusion: The same analogy objects are assigned dif-
ferent roles or functions across various contexts.

• Logical Contradiction: The syntax within a sentence or para-
graph contradicts itself.

The inter-rater reliability among annotators reached Fleiss’
Kappa of 0.83 for Analogy Object Paradox, 0.94 for Object Con-
fusion, and 1 for the remaining error codes. Error annotations in
subsequent steps achieved similar reliability. As shown in the first
row of Tab. 2, out of the 30 generated analogies, 16 were correct.
The remaining analogies frequently exhibited the first three er-
ror types with one analogy containing logical contradiction. From
these errors, we derived four new principles and added them to
the prompt template (Tab. 1 I) to help GPT-4o avoid these errors.
However, even with these improvements, GPT-4o still made er-
rors. To address this, we followed prior AI research [46, 58, 84]
and allowed GPT-4o to automatically select the best of the three
candidate analogies generated for each concept. The prompt for
analogy selection is shown in Tab. 1 II. As shown in the third row
of Tab. 2, enabling the model to self-correct improved the accuracy
of the analogies.

Finally, we further categorized ten analogies selected by the LLM
into four distinct groups, as illustrated in Fig. 3:
• Correct and Satisfying Analogy: Analogies in this category
are error-free. The objects in these analogies are realistic, align
with common sense, and adhere to physical laws, effectively and
vividly illustrating scientific concepts.

• Correct Analogywith Imagination: Analogies in this category
require envisioning non-existent objects or processes to explain
a concept. While logically sound, they demand creative thinking
and imagination from students.

• Correct Non-Analogy: This is more akin to an example-based
explanation than a true analogy and is not generally recognized
as an analogy in cognitive science.

• Incorrect Analogy: This category includes analogies exhibiting
previously identified error types. These analogies are inappropri-
ate for students to refer to, as they do not accurately convey the
intended concept.
The analogies for the five biological concepts fell under the

Correct and Satisfying Analogy category. In contrast, the five
physical concepts were distributed as follows: three under Incor-
rect Analogy, one under Correct Analogy with Imagination,
and one under Correct Non-Analogy.

We limited the number of concepts and analogies to four to avoid
overwhelming students with too much new knowledge in further
tests. To ensure a balance across subjects and categories, we specif-
ically selected two biological concepts categorized as Correct and
Satisfying Analogy and two physical concepts, one each under
Correct Analogy with Imagination and Incorrect Analogy,
as shown in the right side of Fig. 3. We excluded the one Correct
Non-Analogy from further consideration, as it is not typically
classified as an analogy.

4.3 Stimuli
Since students do not have access to electronic devices and are
more familiar with and serious about traditional classroom tests,
we conducted offline tests in class.

Based on the data preparation, we printed a test paper and two
reference materials. The test paper comprises 20 multiple-choice
questions, with 5 questions assigned to each of the following 4
concepts: Nuclear Fission and Fusion, Wave-Particle Duality, Blood
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Scientific Concept 

Collection

Final Analogy 
Revised Prompt Automatic Selection

& Pattern Annotation
Analogy Generation
& Error Annotation

Analogy Generation
& Error Annotation

Figure 2: The pipeline for analogy generation to explain scientific concepts for data preparation in Study I.

Table 1: Prompt template for GPT-4 to generate analogies (I) and select the analogy from three candidates for the given concept
(II). Green texts are new principle after revising.

I: Analogy Generation with Revised Prompt

/* Task Description */
Your task is to use an analogy to explain the scientific concept to students.
Here are some principles for generating appropriate analogies:
/* Principles */
1. The similarity between the objects in the analogy and those in the scientific concept should be minimal.
2. The relationships in the analogy and the scientific concept should be highly similar.
3. The analogy should use objects that students are very familiar with from everyday experiences.
4. The analogy should accurately identify similar relationships with the scientific concept and avoid forcing non-existent similarities.
5. The objects in the analogy and the scientific concept should align with scientific laws and commonsense knowledge.
6. An object in the analogy cannot have different roles or functions in different contexts.
7. The logic within a sentence or paragraph should not be self-contradictory.
/* Input Resource */
To generate the appropriate analogy according to students’ learning progress, we provide you with textbook content related to this scientific concept
for your reference.
The textbook content: {input_text}
The scientific concept: {concept}
Analogy:

II: Analogy Selection

/* Task Description */
There are three candidate analogies which are used to explain the scientific concept based on textbook content. Your task is to select the best analogy
from these three candidates.
Here are some principles for generating appropriate analogies:
/* Principles */
Same as principles in I (Omit)
/* Input Resource */
The textbook content: {input_text}
The scientific concept: {concept}
The generated analogies:
Candidate 1: {analogy_1}
Candidate 2: {analogy_2}
Candidate 3: {analogy_3}
You need to give reasons first and then give the answer with the format: Final Answer: Candidate X
Answer:

Table 2: Errors and accuracy of Plain Generation (Plain), Revised Generation (Revised), and Automatic selection (SelectionAuto).
(Data #) shows the number of data. (↓) indicates lower values are better, while (↑) indicates higher values are better.

Process Data #
Factuality Consistency

Accuracy (↑)Analogy Object Inappropriate Object Logical
Paradox (↓) Analogy (↓) Confusion (↓) Contradiction (↓)

Plain 30 0.27 0.23 0.23 0.03 0.53
Revised 30 0.33 0.23 0.17 0.00 0.53
SelectionAuto 10 0.30 0.20 0.20 0.00 0.60

Sugar Regulation, and Immune Response. In addition to selecting
answers, students are required to complete a 5-point Likert scale
rating for self-confidence to measure their subjective satisfaction.
The first reference material provides textbook explanations for the
four concepts, while the second adds LLM-generated analogies
before the explanations. The test paper and the reference materials
present the concepts in the same order. They are highlighted in bold,
making it easier for students to find and connect the information
with the questions.

4.4 Procedure
Then, we conducted an in-class test for students in two classes
lasting 30 minutes. We first gave a 5-minute introduction for the
background of our test. After the introduction, we randomly divided
the students into two groups and distributed two sets of reference
materials to each group. We clarified the meaning of self-confidence
rating. Under our supervision, each student then independently
completed the test using the materials provided in 25 minutes.
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Satisfying Analogy Incorrect Analogy

Non-Analogy

Imagination  

Imagine your body is a large city, and the immune system is the city's police and 
security system. There are police stations, fire stations, and emergency centers 
in every corner of the city, and they work together to protect the city's safety. 

“Immune Response”

“Doppler Effect”

“Wave-Particle Duality”
Imagine you are in an amusement park and see a special ride. This ride is like a 
slide and a trampoline. You might ask, how is this possible? Slides and 
trampolines are completely different…

Imagine you are standing on the side of the road and hear an ambulance coming 
from a distance… This phenomenon is like the Doppler effect.

“Nuclear Fission and Fusion”
Imagine you are cooking in the kitchen. Nuclear 
fission is like you cut a big watermelon in half. 

You use a knife (neutrons) to 
split the watermelon, and the watermelon splits into 
two pieces of similar size. In the process, the 
watermelon juice (energy) splashes out, and 
sometimes splashes on you (releasing energy).  

Moreover, seeds (neutrons) of the cut watermelon 
may fly out and hit other watermelons, causing 
more watermelons to be cut (chain reaction)…

[Object Confusion] 

[Inappropriate Analogy & Analogy Object Paradox] 

Figure 3: The examples of final analogies generated from GPT-4o after iterative generation and annotation in Study I.

After the test, we interviewed four students from each group,
totaling eight participants. Each 2-minute interview earned partici-
pants a $2 gift card. We asked them about any difficulties during
the test and, for those with analogies in their materials, how these
helped them answer questions alongside textbook concepts.

4.5 Results Analysis
Our selection criteria excluded test papers with incomplete answers.
After examining the 49 test papers, we excluded 5 that had more
than 5 unanswered questions. The remaining 44 fully completed
papers, 22 from each group, were considered valid data. Our analysis
followed a top-down approach, starting from the overall test (20
questions) and proceeding to finer levels: subject (10 questions each),
concept (5 questions each), and individual questions. For further
comparison, students’ responses were averaged across questions at
the first three levels.

We computed descriptive statistics to gain overall insights and
performed statistical tests to determine significance at each level.
The experiment results include the students’ answer accuracy and
confidence ratings, both can be regarded as ordinal categorical
variables. Thus, we mostly employed the exact Wilcoxon-Mann-
Whitney test (using the R package coin) to evaluate the significance
of difference between the two groups. For one exception, we em-
ployed Fisher’s exact test (using the R package stats) on students’
answer accuracy at the individual question level, where the accu-
racy is binary (either 0 or 1). In any of the tests, a small p-value
indicates a potential association between the use of LLM gener-
ated analogies and the students’ outcomes, and a significance level
is defined as 𝑝<0.05 in all tests. We also calculated Kendall’s tau
correlation coefficient to assess the relationship between students’
objective answer accuracy and subjective confidence ratings within
each concept and group.

We summarize our findings as follows. The two groups are re-
ferred to as Group T (Textbook explanation only) and Group L
(Textbook explanation with LLM-generated analogy), while the
interviewed students are denoted as T1-T4 and L1-L4.

LLM-generated analogies generally aid problem-solving
and have a greater impact on biological concepts than physi-
cal concepts. As shown in the left of Fig. 4, the overall accuracy
for physics questions is higher, while a significant association ex-
ists between accuracy and group for biology questions (𝑝 = 0.042).

All

Group T

P=0.052 P=0.014P=0.043P=0.038P=0.408P=0.042

M=0.568 M=0.623 M=0.400 M=0.477 M=0.736 M=2.714 M=3.018 M=3.455M=2.977M=2.409M=3.216M=0.768

Biology

Accuracy Confidence

Physics PhysicsBiologyAll
0.00

1.00

0.25

0.50

0.75

0

4

5

1

2

3

Group L

* ***

Figure 4: Boxplots showing the distribution of answer accu-
racy and confidence ratings for the two groups and compar-
ing the overall test results and the two subjects. “M” repre-
sents Mean, “p” represents the significance of the associa-
tion between accuracy and group, determined by the exact
Wilcoxon-Mann-Whitney test, and * represents significance
(𝑝<0.05).

Examining individual questions (Fig. 5), there are three questions
within the two biological concepts where Group L’s accuracy largely
exceeds Group T’s by more than 0.25. Besides, a strict Fisher’s exact
test shows marginally significant associations between accuracy
and group for two questions (Q1 and Q3 of “Immune Response”) (𝑝
= 0.067). However, no such clear difference is seen for the physics
questions. In the interviews, all four students from Group L (L1-4)
coincidentally explained the role of analogies based on subjects.
They noted that explanations for physical concepts are relatively
concise, allowing them to understand directly without analogies.
In contrast, the lengthy explanations for biological concepts made
analogies helpful to “get an overview and quickly identify key terms”,
as indicated by L4.

LLM-generated analogies may negatively affect students’
understanding without teacher intervention due to errors
andmissing information in analogies and students’ incorrect
learning strategies with over-reliance. Although some students
in Group L identified the analogy of “Nuclear Fission and Fusion”
as an Incorrect Analogy and noted specific LLMs’ hallucination
during the interview, Group L’s accuracy on all five questions was
no higher than Group T’s (Fig. 5). Furthermore, we also found
that, although the Correct and Satisfying Analogies slightly
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Figure 5: Heatmap of accuracy differences between Group L
and Group T for individual questions, with blue indicating
higher accuracy for Group L and red for Group T. Each cell
contains a bar chart of the respective accuracies and a p-value
representing the significance of the association between ac-
curacy and group, determined by Fisher’s exact test. For two
of the questions, since all students in both groups answered
them correctly, Fisher’s exact test is not applicable, and 𝑝 =
N/A.

improved overall answer accuracy, they could also harm students’
understanding in some cases due to missing information. For ex-
ample, Group L’s accuracy for Q4 of “Immune Response” was 0.27
lower than Group T’s. Their incorrect answer choices suggest that
some students believed that “plasma cells can recognize antigens.”
However, the textbook explains that “antigen-presenting cells such
as B cells recognize antigens” and “plasma cells release antibod-
ies to eliminate antigens”, while the LLM-generated analogy only
includes the latter and omits the former. This may be linked to
over-reliance issue, as L1 and L3 described their learning strategies
during the interview as “reading the analogy first, answering the
questions, and not revisiting the textbook if the answers seemed clear
from the analogy.”

Students subjectively appreciate the correct LLM-
generated analogies often with overconfidence. We were
surprised to find the strongest association between group and
self-confidence was for “Wave-Particle Duality” (𝑝 = 0.025) among
the four concepts. This suggests that students were receptive to
the Correct Analogy with Imagination. However, there was no
significant association between group and answer accuracy for
this concept. We also observed overconfidence among Correct
and Satisfying Analogies for biological concepts: a significant
association between group and confidence ratings for Q2 of “Blood
Sugar Regulation” (𝑝 = 0.034), but none with accuracy (𝑝 = 1). As
shown on the right of Fig. 4, there are significant associations
between group and confidence ratings for both subjects. Besides,
We found a negligible correlation between accuracy and the
confidence rating, as the absolute value of Kendall’s tau correlation
coefficient between them in each group and concept was ≤ 0.2.

Overall, our empirical evidences suggest that LLM-generated
analogies are currently unsuitable for unsupervised self-learning
systems. We will discuss LLMs in supporting students’ learning by
analogy in Sec. 7.4.

5 Study II
In this section, we introduce the pre-class interview (Sec. 5.1) to
gather requirements for the classroom experiments (Sec. 5.2) that
evaluate the actual use of LLM-generated analogies in classroom
teaching.

5.1 Pre-class Interview
In this subsection, we outline the participants for our pre-class
interview (Sec. 5.1.1), the procedure and stimulus (Sec. 5.1.2), and the
findings and derived requirements (Sec. 5.1.3) for further classroom
experiments.

5.1.1 Participants. We recruited two Chinese teachers and two
Chinese students from the same high school as Study I to participate
in pre-class interviews. The two teachers (T1 and T2; 1 female) are
a physics teacher with 6 years of teaching experience and a biology
teacher with 3 years of teaching experience. Both have a bachelor’s
degree, are interested in AI-assisted education, and teach first-year
high school courses in the semester during our study. The two
senior students (S1 and S2; 1 female) are in their third year of
high school, have learned the concepts used in Study I, and have
above-average grades.

5.1.2 Procedure. We conducted one-on-one semi-structured online
interviews with the participants via Tencent Meeting. The student
interviews lasted 40 minutes, with a $10 gift card for each student,
while the teacher interviews lasted 60 minutes, with a $20 gift card
for each teacher.

For teachers, the interview included four steps to understand
the requirements of LLM-generated analogies in teaching.

Step 1: Analogy Orientation. We first presented them with
common analogies in the classroom from the literature (e.g., “light
waves and water waves”, “heart and hydraulic pump”) [53] to orient
them to analogies and ensure the terminology used during the
interview. We asked the teachers to recall the analogies they had
used and encouraged them to think aloud about any experiences
with analogies throughout the interview.

Step 2: Analogy Usage Exploration. After that, we conducted
interviews using a questionnaire primarily based on the one pro-
posed by [53] but modified to incorporate insights from the latest
research over the past decade. We first investigated how teach-
ers prepare analogies, such as whether they prepare in advance
or improvise and adjust in the class. Then we asked teachers to
share the characteristics of good analogies in their opinion [30]
and whether they agree with the principles we summarized from
the literature in Study I. We also investigated whether teachers
involved students in building analogies during teaching, at which
step of introducing knowledge points they used analogies, and
whether they followed the six-step theoretical model about anal-
ogy [62]. Other questions covered include whether visual aids were
used and whether immediate feedback was provided on students’
understanding of analogies.

Step 3: AI Usage Exploration.We then asked teachers about
their previous experiences with AI tools like ChatGPT, their famil-
iarity with AI-assisted teaching or self-learning. We also inquired
about their concerns on AI performance and its application in educa-
tional settings [11, 69], and whether they believe AI could partially
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replace teachers to achieve educational goals such as mastering
basic concepts, problem-solving, and developing higher-order inde-
pendent thinking skills.

Step 4: Expectations Sharing on LLM-generated Analogies.
We then showed each teacher the analogies from Study I in their
respective teaching subjects. We asked them to evaluate each anal-
ogy’s strengths, weaknesses, classroom applicability, and potential
for teacher modification Building on this, we asked teachers to
share their expectations for effective AI-generated analogies.

The interviews with the students were focused on their class-
room experiences rather than exploring AI usage since their role in
the classroom mainly involved receiving information rather than
designing analogies, and they spent most of their time without any
smart devices or AI. Initially, students were asked to recall analo-
gies used in class. We then presented the ten concepts from Study
I, asking students to reflect on their learning experiences. Next,
we presented the ten analogies from Study I and asked for their
feedback on their effectiveness in enhancing their understanding.

5.1.3 Findings and Derived Requirements. The findings of the
teacher interview were summarized in Tab. 3. Based on these find-
ings and the interview with senior students, we conclude the re-
quirements for data preparation and classroom study design as
follows.

Providing analogies to teachers during lesson preparation.
At the beginning of the interview, both teachers clearly stated
that they often use analogies in class, with most being prepared
in advance. The physics teacher (T1) frequently referred to analo-
gies found in teaching aids. The biology teacher (T2) listed key
knowledge points during lesson preparation and then considered
suitable analogies, drawing on personal experience and input from
other veteran teachers. Both teachers and students claimed that
students rarely participate in the construction of analogies except
in student-led discussion sessions.

Generating analogies based on subjects’ characteristics and
analogy needs. Two teachers demonstrated apparent differences in
their need for and use of analogies. Based on their explanations, we
attribute these differences to their subjects’ characteristics rather
than personal preferences. T1 frequently used analogies between
concepts like “electric field and magnetic field,” noting the abstract
nature of physics and the difficulty of finding everyday analogies. In
contrast, T2 primarily employed interesting everyday life analogies,
such as likening “chromosome crossing over” to “swapping legs
between classmates”. However, when presented with the analogy
for “blood sugar regulation” generated in Study I, T2 suggested it
could be analogizedwith “thyroid hormone regulation”, as functions
are related and thus easy for students to grasp.

Generating analogies for teaching key points and helping
students focus. Both teachers stated that the primary goal of
using analogies was to help students understand key concepts.
Additionally, they emphasized that some analogies helped students
maintain engagement. T1mentioned, “When I notice students getting
sleepy, I occasionally improvise an interesting analogy related to the
concept to wake them up.” T2 used images of people and mummies
to explain the dry and fresh weight of cells, which are vivid and
engaging without distracting students.

Generating necessary analogies determined by teachers.
Both teachers acknowledged our generated vivid analogies in Study
I. However, they criticized many of them as being overly compli-
cated and unnecessary. For “nuclear fission and fusion” and “auxin,”
T1 and T2 pointed out that students could quickly understand them
through pictures and animations. Additionally, T1 mentioned that
the “molecular kinetic theory” is relatively simple and not a key fo-
cus of exams, thus only requiring memorization. T1 also stated that
concepts in atomic physics, such as the “photoelectric effect,” are
too isolated from other physical concepts to be conveyed through
analogy. Additionally, students interviewed could not recall many
concepts taught using analogies and viewed many analogies in
Study I as redundant.

Generating non-complex analogies for certain aspects of
the concept. Both teachers emphasized the importance of analogiz-
ing only parts of a concept to keep it correct and easy to understand.
T1 took the incorrect analogy of “nuclear fission and fusion” (Fig. 3)
to illustrate LLMs’ difficulty in generating correct physical analo-
gies, noting that forcing analogies for all features leads to factual
and semantic errors. He explained that physical concepts often
involve multiple features, some of which, like “chain reactions”,
can be analogized (e.g., “dominoes”), while others, such as “mass-
energy conversion”, are too abstract to find counterparts due to
their basis in mathematical models. For biological analogies, T2
recommended focusing on negative feedback in “thyroid hormone
regulation” with an analogy like “adjusting the temperature with
an air conditioner remote control,” while students should memo-
rize other details. S2 recalled an analogy about specific details, in
which the teacher compared a “channel protein” with a “fire escape.”
Therefore, for complex concepts with multiple knowledge points,
selecting only a specific aspect for the analogy is sufficient.

Not necessary to generate perfect analogies. Teachers were
lenient towards the generated analogies from Study I and managed
to extract effective parts from them. T2 appreciated the analogy
comparing “nerve impulses” to the “efficient operation of stations
in an express delivery system,” though some parts were redundant.
Additionally, T1 shared his experience using ChatGPT for lesson
plans, finding it repetitive and sometimes vague but useful for
providing new ideas.

Evaluating LLM-generated analogies in class by teachers.
Teachers had various approaches to evaluating the effectiveness of
analogies in class. T1 asked questions like “Have you seen some-
thing similar before?” or observed the students’ expressions, while
T2 had the students answer concepts-related questions during class.
Additionally, two teachers expressed cautious optimism about using
LLM-generated analogies with their interventions. T1 noted that
frequently used analogies for physics were concept-based, while
AI-generated ones felt more relatable to everyday life, which makes
him uncertain about their actual effects. Besides, both T1 and T2
anticipated better classroom feedback but were unsure of the effects
on students’ performance on homework and exams. This led to a
consensus on conducting a comparative experiment.

5.2 Classroom Experiments
In this subsection, we describe the participants (Sec. 5.2.1), data
preparation process (Sec. 5.2.2), procedure (Sec. 5.1.3), and results
analysis (Sec. 5.2.4) for our classroom experiments.



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Zekai Shao, et al.

Table 3: A summary of interviewing physics and biology teachers.

Topic Physics Teacher (T1) Biology Teacher (T2)

Analogy Usage Exploration

Analogies Frequency Sometimes. Frequent.

Analogies Feature Mostly between learned concepts. Mostly between biology and daily life.

Source of Analogies Mostly Prepared analogies between concepts.
A few improvised analogies with everyday lives.

Mostly prepared analogies.
Nearly no improvised analogies.

Good Analogy Criterion Easy to understand and free of scientific errors. Easy to understand and related to everyday life.

Agreement with Initial Princi-
ples in Study I

Partial agreement: Analogies between similar physical con-
cepts.

Total Agreement.

Analogy Explanation Verbal explanation + imagery + teaching aids Verbal explanation + imagery + teaching aids

Analogies Usage Scenario Often used to introduce concepts.
Sometimes throughout teaching.

Often used when detailing knowledge points.

Agreement with the Six-step
Model of Practice [62]

Acknowledges most, except for pointing out differences when
introducing concepts.

Total agreement.

Student Participation in Con-
structing Analogies

Rare. Sometimes, students offer their ideas, which might be
used in the next class.

Rare. Sometimes, students prepare analogies for student-led
discussions.

Students Understanding Exami-
nation

Question students with “Have you seen something similar
before?”, or observe students’ expressions

Students complete a few exercises during class, or question
students about concept differentiation.

AI Usage Exploration

Awareness and Experience with
AI

Has used ChatGPT for writing papers, lesson plans, and creat-
ing images; knows about Sora.

Has used ChatGPT for tenders and personal use.

Pros and Cons of AI Pros: helps write unexpected things.
Cons: Needs specific questions; AI usually doesn’t follow the
instructions.

Pros: Provides broad ideas.
No clear cons due to limited experience.

Can AI Replace Teachers? Teachers know students’ learning situations, AI does not; AI-
generated content needs adjustment.

AI cannot replace but complement teachers.

Expectations Sharing on LLM-generated Analogies

Positive Comments on Analo-
gies in Study I

1. The analogies are all vivid and some of them are interesting 1. Some analogies are similar to those used in class
2. Identify analogies to try in class for concepts not usually
taught with analogies.

Negative Comments on Analo-
gies in Study I

1. Analogies don’t clarify abstract concepts.
2. Analogies can complicate simple concepts.
3. For concepts that are tested simply, memorization is enough.
4. Pictures could make some concepts clear without analogies.

1. Analogies shouldn’t reflect all but the main concepts; the
rest relies on memory.
2. Pictures and animations can visualize familiar organisms
without analogies.
3. Although rare, related concepts sometimes are used as
analogies.

Overall Expectations Vivid analogies between physical concepts. Analogies from daily life for teaching focus;
Interesting analogies to stimulate learning interest.

5.2.1 Participants. In this one-week field study, participants in-
cluded two teachers (T1 and T2) from the pre-class interviews and
two first-year high school classes (C1 and C2) they were teach-
ing. Each class had 25 students, 12 of whom were girls, and the
distribution of their entrance exam scores was very similar.

5.2.2 Data Preparation. Teachers informed us about concepts that
might require analogies in the following week of teaching. The
concepts taught by the physics teacher (T1) include average velocity
and instantaneous velocity, acceleration, and infinitesimal method.
The concepts taught by the biology teacher (T2) include the various
functions of proteins, the adaptation of function and structure,

dehydration condensation, the formation of tertiary and quaternary
structures, and protein denaturation. Based on pre-class interviews,
we identify four effective strategies to generate analogies from
LLMs for classroom practice.

• Strategy 1: Analogy for Physical Concept. For physical con-
cepts, analogies often draw on learned physical concepts.

• Strategy 2: Analogy for Biological Concept. For biological
concepts, analogies often involve everyday objects. For example,
one might use the analogy of fire escape to help understand
channel protein.
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• Strategy 3: Vivid Analogy Generation. Analogies should be
vivid and engaging to capture students’ attention.

• Strategy 4: Fine-grained Analogy Generation. Sometimes, it
is sufficient to generate analogies for just one aspect of a concept
to provide a detailed explanation of that particular aspect.

Based on the strategies outlined, we can modify the prompt in
Tab. 1 to suit the specific aspect of a concept and the requirements of
teachers. Specifically, we incorporated Strategies 1, 2, and 3 into the
Principles. Strategy 4 was added into the Input Resource to prevent
the model from forgetting.

Following discussions with T1, we generated analogies for aver-
age and instantaneous velocity by implementing either strategy 1 or
3. Additionally, we generated detailed analogies for the infinitesimal
method and acceleration using strategy 4. In biology, we produced
analogies for proteins by applying either strategy 2 or strategy 3.
Using strategy 4, we developed detailed analogies for the immune
effects of proteins and the formation of tertiary and quaternary
structures. However, two generated analogies, “driving speed” and
“reading speed”, were marked as non-analogies and excluded. Be-
sides, the analogies generated with Strategy 1 for physical concepts
were not related to other concepts, but we included them as they
are vivid analogies. We generated four physical analogies to T1 and
nine biological ones to T2.

5.2.3 Procedure. In this one-week teaching, T1 and T2 used LLM-
generated analogies for C1 and kept the original teaching mode
for C2, with each class having 3 lessons for each subject, totaling
12 lessons. One author attended one C1 lesson taught by T1 and
one by T2, observing how teachers used analogies and student
reactions without disrupting teaching. For the remaining lessons
within the week, teachers completed our provided record forms
after each lesson. The record forms asked for details on which analo-
gies they chose while preparing for C1, any modifications made to
these analogies, and reasons for not selecting others. Additionally,
the forms inquired about how teachers assessed student feedback
during or after class, any differences in feedback between C1 and
C2, and whether the feedback met their expectations. After one
week, we conducted one-on-one interviews with T1 and T2, each
lasting 20 minutes, to clarify any unclear details in the records, and
discuss their experiences with LLM-generated analogies, students’
performance, and future expectations. Both teachers received a $60
gift card each for their dedicated participation over the week.

5.2.4 Results Analysis. We report the following qualitative findings
based on the record forms and interviews.

Teachers selected and modified LLM-generated analogies
to avoid redundancy, confusion, or misleading students and
make them closer to students’ daily lives. T1 selected two of
four analogies and modified one, while T2 chose four of nine analo-
gies and modified two. In the interview, T2 noted that while the
analogies for all four functions of proteins had merits, only two
were selected to avoid verbosity in the class. Besides, to avoid con-
cept confusion, T2 chose the analogy of “transport function” as a
“conveyor belt” and discarded the analogy of “catalysis function” as
a "high-speed elevator," due to the transport function of the elevator.
We observed two types of modifications made by teachers to analo-
gies. One type involved modifying details, such as T2 changing

the security guard’s action from “eliminating” to “capturing” to
align with the real-world context (Fig. 6B). Another type involved
changing analogy objects, like T1 replacing “jigsaw puzzle” with
“pixels on a display screen” to illustrate the infinitesimal method
(Fig. 6C). T1 explained that display screens are more familiar to
students than jigsaw puzzles.

LLM-generated analogies inspire teachers with new analo-
gies and new teaching methods. In the interview, both teach-
ers recognized the novelty of some LLM-generated analogies for
concepts, and they had not considered using analogies for those
concepts before. For example, T1 used “video and snapshot” to
analogize “average velocity and instantaneous velocity” (Fig. 6A),
while T2 used “wool folding and weaving” to analogize the “tertiary
and quaternary structures of protein.” In addition, T2 developed new
analogies inspired by LLM-generated analogies. While teaching
the “dehydration condensation reaction,” T2 explained with a new
analogy as “breaking down the wall between classrooms” (Fig. 6D).
In the interview, T2 said, “I am not satisfied with the generated
one, as comparing the dehydration condensation reaction to mixing
building materials doesn’t capture the essence. However, the buldings
environment inspired me to create a new analogy.” Besides, T1 said
that participating in this study had changed his teaching style. T1
used analogies based on everyday life after explaining the concept,
which was inconsistent with his pre-class interview response.

LLM-generated analogies boost students’ classroom and
homework performance and encourage teaching with
analogy. Both teachers believe that C1 outperforms C2 in both
classroom participation and homework. T1 praised analogies for
helping students focus on the class: “I can see from the students’
eyes that C1 is genuinely paying closer attention, with more
students nodding sincerely, rather than just pretending.” T1 also
reported that C1 outscored C2 by nearly 20% on a 10-question
homework. He attributed this to C2’s confusion between average
and instantaneous velocity, causing errors on the two hardest
questions." In the interview, T1 said, “I plan to use the analogies in
C1 when reviewing the assignments in C2 to explain the concepts
again.” As for biological concepts, T2 said, “When I explained
protein structure using a video, C2 students understood initially but
got confused about the tertiary structure, whereas the wool stacking
analogy helped C1 students understand the video.” T2 showed us
a fill-in-the-blank question from homework that asked students
to summarize protein function. Most C1 students summarized
correctly, while many C2 students simply copied words from the
textbook. However, T2 noted that there was no clear difference
between the two classes in understanding straightforward concepts
like “Protein denaturation”. T1 also noted that the physics analogies
are still not between concepts and may offer limited help with
highly abstract concepts, while he added “But I’ll try more teaching
with analogy since the difference between the two classes is clear.”

Overall, promising feedback from teachers and classroom prac-
tice led us to consider designing a practical system to support the
preparation of teaching analogies.

6 System
In this section, we transformed key study findings into an LLM-
assisted system for teachers and conducted a system evaluation,
highlighting its contribution to teaching by analogy in education.
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Figure 6: Teachers’ behaviors on LLM-generated analogies. They may either directly select (A) and use them in class, modify
their details (B) or analogy objects (C) to varying extents, or even create entirely new analogies inspired by them (D).

6.1 System Design
This subsection details the interview for deriving design require-
ments and system workflow as below.

6.1.1 Interview. Given that Study II showed teachers prepared
analogies during lesson planning, we first determined the system’s
necessity and functionality through 20-minute one-on-one online
interviews with T1 and T2 via Tencent Meeting. The interview
mainly consists of two questions. 1) Necessity: Is providing an
LLM-assisted analogy generation system necessary for teachers to
prepare lessons? 2) Functionality: What functions do they expect?

Both teachers affirmed the first question, expressing a desire
to operate the system themselves to gain hands-on experience
and long-term support from LLMs. Regarding the second question,
both teachers expressed a preference for the analogy generation
mode in Study II. They suggested that after specifying the required
concepts, the system should generate accurate analogies tailored to
their needs, allowing for refinement and management. They also
noted that in Study II, analogies function as plug-and-play modules
to replace or enhance original explanations of scientific concepts,
so the generation process need not account for other lesson plan
content at this stage.

6.1.2 Design Requirements. After confirming the necessity and
functionality, we identified three design requirements as below and
confirmed them with T1 and T2.

R1: It should incorporate principles and strategies identi-
fied in previous studies to help generate accurate analogies
tailored to teacher needs. The general principles identified in
Study I (Tab. 1) should be integrated into the prompt by default to
enhance the accuracy. The system should allow teachers to select
useful prompting strategies identified in Study II and incorporate

them into generation following the practice of data preparation of
Study II (Sec. 5.2.2) to better tailor analogies to their needs.

R2: It should enable teachers to input their expectations or
automatically generate personalized principles for creating
analogies. As identified in Study II interviews (Sec. 5.1.3), the
workflow should allow teachers to input concepts they believe
require analogies to be generated. Besides, to ensure personalized
needs, it should also accept user-inputted new principles tailored
to their needs and even automatically generate tailored principles
from user comments on generated analogies for the prompt (Tab. 1).

R3: It should allowusers tomakemanual changes and feed-
back to manage their analogies. In Study II, teachers showed
a strong willingness and ability to refine and manage generated
analogies (Sec. 5.2.4), highlighting the need for a system that allows
direct editing. As prompt evolution in Study I showed limited im-
provement (Tab. 2), and teachers found conversational refinement
challenging in pre-class interviews in Study II (Tab. 3), conversa-
tional modifications by LLMs are unnecessary. The system should
also enable teachers to manage analogies by classifying them into
four categories (useful, inspiring, refinable, and useless) and storing
all except the useless ones.

6.1.3 System Workflow. Based on the design requirements, we
built an LLM-assisted system (Fig. 7) for teachers to create and
refine analogies for teaching. Teachers begin by registering an
account and follow a workflow as below.

Configure strategies and principles for analogy genera-
tion. After selecting a teaching subject during registration, the sys-
tem provides prompting strategies in Configuration Panel (Fig. 7A)
based on the chosen subject. Teachers can click on these strategies
for generating analogies (R1). The principle list starts blank, allow-
ing teachers to manually add or select principles as needed (R2).
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A1. Select strategies

A2. Manage principles

Configuration panelA

B1. Input concept and generate analogies

B2. Feedback

B3. Edit

B4. Comment

Generation panelB Library panelC

Scientific Concept Final Analogy 

Human action LLM action

Generated AnalogyStrategies & Principles
Edit/Feedback

Comment
Extract principles

Generate
Select & Manage

Figure 7: Our system interface (top) and workflow (bottom). In each round, teachers use Configuration Panel (A) to select
strategies (A1) and manage principles (A2) for generation. After entering scientific concepts (B1), they provide feedback (B2),
edit (B3), and comment (B4) to each generated analogy in Generation Panel (B). Clicking the “Save” button makes the system
generate new principles by LLM in Configuration Panel and store approved analogies in Library Panel (C), where teachers may
export saved analogies.

When the user hovers over a principle, they could edit or delete it
freely.

Generate analogies and provide feedback. Teachers then
input a scientific concept in Generation Panel (Fig. 7B) and click the
“Generate” button (R2). The system will provide three cards with
generated analogies. Each card has four feedback options in the
top-right corner: useful, inspiring, refinable, and useless. Teachers
need to select one feedback option for each analogy card and may
edit analogies as needed and provide text comments (R3).

Save analogies, optionally generate new principles, and
restart. When saving, modified analogies (excluding those marked
as useless) are stored in Library Panel (Fig. 7C), along with the cor-
responding concept (R3). If teachers enable the “Comment-based
summarization” feature in Configuration Panel (Fig. 7A), the system
will summarize new principles from comments on the three analo-
gies by LLMs and add them to the principles list (R2). Teachers
can edit or delete any generated principles or disable the automatic
summarization feature at any time. After saving, the system clears
the concepts and analogies in Generation Panel (Fig. 7B), allowing
users to restart. Teachers can reconfigure the strategy list, and add,
delete, select, or modify the principle list for the new round.

Besides, teachers click right buttons of text for strategies
(Fig. 7A1), principles (Fig. 7A2), and approved analogies (Fig. 7C)
to view or collapse text, reducing clutter. All approved analogies
stored in Library Panel can be exported to PDF for teachers’ usage.

We implemented the system as a Vue-based web application
with a Python Flask backend. More implementation details, such
as prompts for automatically generated principles, are provided in
the supplementary material.

6.2 System Evaluation
This subsection details the participants, procedure, and findings of
the system evaluation.

6.2.1 Participants. We invited 6 high school physics and biology
teachers from 5 schools, including T1 and T2, along with 4 new
teachers from different schools to increase diversity. The physics
teachers had 7 years (T1), 3 years (T3), and 4 years (T5) of experience,
while the biology teachers had 4 years (T2), 2 years (T4), and 25
years (T6) of experience. All participants received a $20 gift card as
compensation.

6.2.2 Procedure. Our study consists of a tutorial, free exploration,
one-week usage, and an interview.

Tutorial.We conducted one-on-one online interviews with each
teacher other than T1 and T2 via Tencent Meeting, lasting 20 min-
utes. We briefly revisited Steps 1 and 3 from Study II (Sec. 5.1) to
understand their experience with analogical teaching and AI, and
to ensure they were familiar with the study background.

Free exploration. Following the tutorial, we continued the in-
terview with each teacher to demonstrated the basic functionality
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of the system according to the workflow, after which the teachers
were encouraged to explore the system freely. During this explo-
ration phase, we prompted them to think aloud and we answered
any questions they had to make sure they understand how to use
the system. This process lasted about 20 minutes.

One-week usage. Before using the system, we informed the
teachers that it would collect data on the analogies and principles
they generated, as well as their feedback, manual edits, comments,
and other interaction data for research purposes. All of them pro-
vided informed consent. We then asked the teachers to use the
system to generate analogies to support their lesson preparation for
one week. The frequency of system use and the content of lesson
preparation were determined by the teachers themselves, although
we encouraged them to use the system frequently.

Interview. After one-week usage, we conducted one-on-one
semi-structured online interviews with each teacher via Tencent
Meeting, lasting nearly 40 minutes each. During the interviews, we
asked each teacher the following questions: course coverage (Q1),
system usability (Q2), satisfactionwith the generated analogies (Q3),
satisfaction with the generated principles (Q4), satisfaction with the
edited analogies (Q5), satisfaction with the edited principles (Q6),
and the significance of the system for their future lesson preparation
and teaching (Q7).

6.2.3 Findings. Based on user interaction data and interview re-
sults of Q1-Q7, we summarize the following findings.

The system’s usability and the usefulness of generated
analogies were well-received by teachers (Q1-Q3). Teachers
reported that they used the system to generate analogies for lessons
spanning from one month to half a semester, aiding both reflection
on past lessons and preparation for upcoming ones. All teachers
agreed that the system was easy to use, even if they had nearly no
experience using AI (T3, T5, T6). They generated 15 to 42 analo-
gies (15, 15, 21, 24, 24, 42), with 40% to 80% marked as non-useless
(“useful”, “refinable”, “inspiring”) across users (40%, 58.3%, 61.9%,
64.3%, 66.7%, 80%). They all agreed that although many of the gen-
erated analogies had various issues, overall, they helped expand
their lesson planning ideas and inspired greater use of analogies
in teaching. For example, the system analogizes “phase difference”
to “some students doing radio gymnastics faster or slower than
classmates.” T3 said, “I hadn’t thought of that, but it’s great, and
since my class is right after gymnastics session, I’ll definitely use it.”
Besides, physics teachers noted that they understood the system’s
inability to provide suitable analogies for some complex concepts,
as such analogies might not exist anyway.

Teachers tried to improve analogy quality by incorporat-
ing generated principles or directly regenerating analogies
(Q4). Five teachers (excluding T4) continuously enabled the auto-
matic principle generation feature and actively input their com-
ments, producing 10 to 30 principles (10, 13, 17, 18, 30) and incor-
porating at least half into analogy generation. They all praised
the quality of the principles, with T1 saying, “The system infers
general principles from my vague intents on comments on specific
analogies.” For usability of this feature, T3 noted, “It doesn’t matter
if too many principles are generated during the usage. I just delete the
redundant ones—it’s more convenient than summarizing myself.” For
its effectiveness in analogy generation, T1 and T5 felt the principles
improved analogy quality, while T3 and T6 were unsure but still

incorporated them because “adding more correct terms can’t hurt.”
On the contrary, T4 preferred regenerating analogies directly with-
out commenting on analogies and generating principles, saying, “If
the analogies aren’t good, I just regenerate them a few more times as
I know the randomness of AI.” Only T4 manually added principles
at the beginning of usage, while all teachers found it inconvenient
and difficult as noted by T3 and T1.

The generated analogies and principles benefit teachers
more than just concept explanations (Q7). 1) The principles
help shape teaching expertise. T1 said, “I can learn teaching tech-
niques from the generated principles, and after using the system for a
while, I could even write a teaching paper. It’s like having a discussion
about teaching with another experienced teacher. While the principles
may not immediately impact teaching, the long-term accumulation
is valuable.” 2) The analogies supplement the teacher’s knowledge
base. T6 noted that the generated analogies broaden a teacher’s per-
spective, and saving more analogies gradually builds their teaching
knowledge system, which help teachers adapt to different teaching
situations. 3) The analogies also inspire quiz and test creation. T2
said, “Even if some analogies aren’t ideal, I save them because having
students identify errors helps their learning.” T3 stated, “Some of
the generated ‘analogies’ is example-based explanation, but I save it
because these real-life examples can be used to set questions.”

Teachers typically organize analogies externally rather
than refining them within the system and there is potential
over-reliance (Q5-Q6).Despite marking large proportion of gener-
ated analogies as “refinable” (Mean = 21.4%) and “inspiring” (Mean
= 13.8%), only T1 and T4 edited 1 analogy in the system, respectively.
T6 explained, “Manually modifying so much text is too burdensome
for older teachers.” However, all teachers reported improving analo-
gies to fit their needs through external modifications. T5 noted that
his lesson preparation habit is to record keywords in electronic
notes, so the analogies in the system only serve as explanation and
inspiration, which he then reorganizes in his notes. Similarly, T1
and T6 preferred recording analogies in paper notebooks. This sep-
aration between analogy generation and actual lesson preparation
may make it difficult to supervise teachers’ behaviors in teach-
ing and potentially lead to teachers’ over-reliance on generated
analogies. This issue may be more pronounced for users like T4,
who prefer to regenerate analogies directly without providing any
comment, compared to teachers who actively engage by entering
comments in the system.

7 Discussion
This section discusses consideration, opportunities, and future re-
search directions for LLM-assisted analogical education based on
our study results and designed system.

7.1 Subject Differences in LLM-Generated
Analogy Effectiveness

Our study shows that LLMs generally produce correct and satisfying
analogies for biological concepts but generate incorrect or correct
yet unprofessional ones for physics.
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Several factors appear to contribute to these shortcomings. First,
physical concepts are highly abstract (e.g., “mass-energy conver-
sion”), with complex and formula-driven features, making it dif-
ficult to find real-life analogies or other concepts that perfectly
align with them. In contrast, biological concepts are more concrete
and observable, often tied to specific structures and functions (e.g.,
“mitochondria as the powerhouse of the cell”). As a result, LLMs
would produce forced analogies or oversimplifications for physics
while generating satisfying ones for biology. Second, restricting the
physics analogy to a single aspect, as in the strategies used in Study
II (Sec. 5.2.2), can yield correct and engaging analogies. However,
for highly abstract concepts, these analogies may still be superficial
and offer limited support, as noted by physics teachers in Sec. 5.2.4.
Third, teaching materials in physics contain more formulas and
fewer analogies compared to biology. As a result, LLMs learn fewer
physics analogies and generate less effective analogies.

These findings suggest that using LLMs for educational anal-
ogy generation is tied to subject characteristics, and we can infer
that it may be particularly challenging for subjects lacking clear
real-world counterparts (e.g., mathematics). In contrast, they might
work better for subjects with more directly observable phenomena
(e.g., high school chemistry, biology), which should be confirmed
by future studies. Nonetheless, analogies help students engage with
abstract subjects like physics and math by inspiring interest and
sustaining attention. More studies are needed to verify the effec-
tiveness and needs of LLM-generated analogies across a broader
range of subjects, in conjunction with the review and refinement
of teachers before their use.

7.2 Generating High-Quality Analogies
The automatically generated analogies have limitations in scientific
accuracy and educational effectiveness. In our practical system,
LLMs summarized principles from human feedback and incorpo-
rated them into the next round of analogy generation. Several
teachers in the system evaluation found this approach effective
for improving analogy quality. Building on this, we can incorpo-
rate Reinforcement Learning with Human Feedback (RLHF). Us-
ing teachers’ feedback and preferences, we can create a reward
model that continually refines the analogies. To further reduce
teachers’ workload, future work should explore automatic methods
for generating higher-quality analogies. First, we could explore
multi-agent collaboration methods to further mitigate hallucina-
tions [65], including factuality errors and consistency errors, as
outlined in Study I. Besides, instead of waiting for more advanced
general-purpose LLMs to be released [55], we can fine-tune existing
models with teacher-adjusted analogies. Additionally, our system
can be transformed into a labeling tool to collect high-quality edu-
cational analogy datasets, consisting of revised analogies or new
analogies proposed by teachers. Another bottleneck for generat-
ing high-quality analogies is the LLMs’ limited domain-specific
knowledge. In Study II, the physics teacher attributed the current
analogies’ interesting yet unprofessional nature to the LLMs’ lim-
ited understanding of abstract physics concepts. To address this, we
should fine-tune LLMs for specific subjects, improving their under-
standing and enhancing analogy quality. Finally, to improve control
over the complexity and ethical considerations and make analogies

suited for the intended educational level and scenario, the future
analogy generation pipeline should consider factors like students’
educational background, cultural context, and prior knowledge.

7.3 LLMs for Teaching by Analogy
Our Study II and system evaluation show that LLM-generated analo-
gies are valuable to teachers in three progressive aspects: short-term
lesson preparation, teaching strategy development, and professional
growth. For short-term lesson preparation, teachers are able and
willing to select and modify LLM-generated analogies or inspire
new ones to suit specific concepts and lessons (Sec. 6.2.3), or use
generated content to help set quizzes (Sec. 5.2.4). For teaching strat-
egy development, continuous use of LLM-generated analogies leads
to positive feedback from the classroom and students’ homework
and iteratively encourages teaching by analogy (Sec. 5.2.4). Re-
garding professional growth (Sec. 6.2.3), providing feedback on
LLM-generated analogies helps teachers actively reflect on teach-
ing points and build their knowledge base, while LLM-generated
principles based on their feedback also serve as valuable reminders
for teachers, supporting their ongoing professional development
and enhancing teaching expertise. Given these benefits, future work
should explore the varying needs and develop practical systems
to benefit teachers with different experience levels and subjects.
In addition, long-term evaluation of such practical systems and
teachers is needed to fully understand the actual benefits.

Besides the benefits, over-reliance on LLM-generated analogies
warrants attention. In Study II, teachers emphasized during pre-
class interviews and demonstrated in classroom teaching that they
could avoid over-relying on such content. However, in the system
evaluation, most teachers did not revise analogies within the sys-
tem but recorded changes elsewhere, following their own lesson
preparation habits. This suggests that monitoring teachers’ interac-
tions with analogies only through system logs might be insufficient,
potentially allowing unnoticed over-reliance to develop. To address
this, the system could use pop-up reminders to alert users against
over-reliance and encourage them to edit or provide comments
when no manual interaction is detected for an extended period.
Nevertheless, supervision from schools and higher authorities is
essential. Additionally, regular updates from system developers to
educators [40, 69] are crucial for maintaining an accurate under-
standing of model capabilities and ensuring effective use.

7.4 Integrating Analogies into LLM-Assisted
Education Platforms

Integrating analogy generation into LLM-assisted education plat-
forms might benefit teachers and students.

For teachers, the interplay between analogy generation and LLM-
assisted teaching material preparation is mutually reinforcing. First,
analogies help develop teaching materials by providing relatable
explanations. For example, LLM-assisted platforms already help
novice teachers generate lesson plans [17]. Integrating analogy
generation into these platforms can support analogy-based expla-
nations at different teaching stages. Additionally, participants in
our system evaluation demonstrated the potential of using analo-
gies in quiz settings, highlighting its role in automated problem
generation. Second, existing LLM-assisted teaching preparation
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platforms enhance context-aware analogy generation and verifica-
tion. These platforms usually consider students’ knowledge levels
and course context [45], which could be integrated into analogy
generation pipelines to help generate analogies suited for practical
scenarios. Moreover, existing problem generation platforms could
be enhanced to generate quizzes that verify students’ understand-
ing of analogy, reinforcing the effectiveness of teaching by analogy.

However, the results of Study I indicate that LLM-generated
analogies without human intervention are unreliable for students,
making it premature to directly integrate analogy generation into
self-learning systems. In contrast, teacher-adjusted analogies in
Study II ensured correctness and reliably impacted students’ class-
room feedback and homework performance. Therefore, future self-
learning systems should only consider pre-set teacher-reviewed
analogies for key knowledge points to aid student understanding.
However, even correct biological analogies from Study I led to
negative effects, with students over-relying on them with incor-
rect learning strategies or becoming subjectively overconfident.
This suggests that the self-learning system should flexibly struc-
ture the learning process and, after presenting analogies, guide
students back to the textbook with more detailed follow-up ques-
tions. Besides, timely pre-set and teacher-reviewed exercises with
feedback and explanation that reveal the limitations of analogies
help students reflect on their learning and monitor their learning
approaches. Overall, incorporating analogies into self-learning sys-
tems requires careful attention from teachers and system developers
to mitigate potential negative effects.

7.5 Evaluating Broader Analogies in Education
Analogies serve multiple purposes beyond students’ understanding
and teachers’ teaching, which adds challenges to their evaluation.
In mathematical problems and similar domains, specific procedures
involving numeracy and variables often require a different type of
analogy, known as procedural analogy [61]. Such procedural analo-
gies were also mentioned during our interview with the physics
teacher in Study II. Due to their rarity and complexity, these analo-
gies, even those crafted by humans, have not been thoroughly
evaluated. LLMs can lower the barrier to creating such analogies
due to advanced reasoning abilities and broad subject knowledge,
such as linking the formula for a “spring oscillator” with that of a
“pendulum.” Our study design can be extended to such analogies by
involving calculation questions involving formulas in controlled
in-class tests. Additionally, analogies are utilized for socialization,
helping to educate children on becoming better students and en-
acting behavioral changes [61]. The evaluation of such analogies
involves contexts beyond the classroom, which brings challenges
to study design and needs to be explored in the future.

7.6 Limitation
Although we have gained lots of evidence and knowledge, our
work is limited by student and teacher participation and analogy
representation.

7.6.1 Limitations in Student and Teacher Participation. Due to prac-
tical limitations, the teachers and students in our first two studies
were from one high school, and the sample size was limited. To

explore real-world practicality, we expanded the participant pool by
inviting more teachers from different schools with varying teach-
ing experiences to evaluate the practical system. Additionally, our
study is limited to physics and biology due to practical constraints,
excluding other subjects like chemistry. Besides, our study with
high school students may not be generalizable to younger students
who might not possess developed analogical reasoning abilities or
have limited world knowledge [76]. Moreover, our study’s demo-
graphic generalizability is limited, as all participants are Chinese,
while prior research [63] suggests that U.S. teachers provide cogni-
tive support for analogies less frequently than teachers from Hong
Kong or Japan in math instruction. In future work, we intend to
expand the sample size, range, and diversity of subjects and explore
diverse education levels for comprehensive evaluation.

7.6.2 Limitations in Representation of Analogy. The practical use
of analogies in teaching extends beyond the free-form analogies
we generated, incorporating visual aids and dynamic technologies
to enhance understanding and interaction [62, 63]. Our interviews
in Study II and system evaluation also revealed that teachers have
the desire to use images, videos, and physical aids to convey analo-
gies. Moving forward, we plan to enrich LLM-generated analogies
with rich text, structured representations, and generated visuals to
benefit teachers in practical systems.

8 Conclusion
In this work, we first conducted in-class tests and classroom exper-
iments guided by pre-class interviews to evaluate the effectiveness
of LLM-generated analogies in two educational scenarios. Our in-
class tests suggest that LLM-generated analogies could be beneficial
for students’ understanding, especially on biology concepts, but are
unsuitable for self-learning systems without teacher intervention
due to students’ over-reliance and overconfidence. Classroom ex-
periments reveal that teachers effectively create or refine analogies
to meet their needs and are encouraged to teach with analogy by
positive student feedback in class and homework. Building on these
findings, we developed a practical system for teachers preparing
analogies. Teachers in the system evaluation recognize its real-
world effectiveness in lesson preparation about concept explanation
and quiz design, teachingmethods, and professional growth, despite
potential over-reliance issues. We hope future tool designers could
consider these factors to ensure that LLM-generated analogies have
a successful impact on teaching and learning.
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